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Examples:

For each of 3 categories: all same OR all different

Count:

Shape:

Color:
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Frame to cards



Card to blobs
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red green blue alpha

median RGB color of blob
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Shape classification
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Q1: What if they 
weren't linearly 

separable?

Q2: Are these 
features "robust"?



If not linearly separable, can add more dimensions ("lifting")



These 3 features are robust wrt rotation & scaling




.7
.9

�
2 R2

“diamond” 2 {diamond, oval, squiggly}

feature vector

label

feature selection

classification

Shape classification

classifier

labeled data set 
{ (v1,lab1), (v2,lab2), …. }

trains
feature 

extractor

…

rectangularity

convex coverage

"Multinomial logistic regression"



Affine function
f(x, y) = a+ bx+ cy

linear…

… plus a constant

f(x, y) =
⇥
a b c

⇤
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Definition:



Big Idea: affine function for each shape: its "probability"

Pick the shape  
with the greatest  
"probability"

green plane (squiggly) beats  
blue and yellow at (0.8,0.8)

=)
=)

classify (0.8,0.8) as "squiggly"

How to fit the 3 affine functions 
to the training data?

a+ bx+ cy

d+ ex+ fy

g + hx+ iy

rectangularity=0.8 
convex coverage=0.8

If measureExample:

c(x, y) := argmaxk
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Too hard to tune 9 variables.



Probability to the rescue



Given the feature vector (x,y), the 3 shapes' probabilities are
rectangularity convex coverage

prob that (x,y) has label "diamond"

prob that (x,y) has label "oval"

prob that (x,y) has label "squiggly"

Assumption:

softmax(z) :=
ezP
ez

vec
vec of same size

pos, sum to 1

Examples:
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prob that (x,y) has label "diamond"

prob that (x,y) has label "oval"

prob that (x,y) has label "squiggly"

For affine functions given by a=1,b=2,…,i=9,  
the probability that the point (0.8,0.8) is "oval" is

Example

diamond squigglyoval

Given the feature vector (x,y), the 3 shapes' probabilities are
rectangularity convex coverage

Assumption:
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Then the probability of observing the (labeled) data set
{(x1, y1, lab1), . . . , (xm, ym, labm)}

is eg: if labk = oval, 
then get 2nd elem

these are specifc numbers & labels
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L(a, b, . . . , h, i) :=

"likelihood function"



Then the probability of observing the (labeled) data set
{(x1, y1, lab1), . . . , (xm, ym, labm)}

is eg: if labk = oval, 
then get 2nd elem

Optimization problem:

Given labeled data set

find values for 

that maximizes L(a, b, . . . , h, i)

a, b, . . . , h, i 2 R
log
^ "maximum-likelihood 

estimation"
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Optimization problem:

Given labeled data set

find values for 

that maximizes L(a, b, . . . , h, i)

a, b, . . . , h, i 2 R
log
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a+ bx+ cy

d+ ex+ fy

g + hx+ iy
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END



Multinomial logistic regression

Given (xi, yi), i = 1, . . . ,m

p(yj |x;⇥) := softmax(⇥x)j

xi 2 Rn

# samples
m ⇡ 30 n = 4

# features

yi 2 {diamond, oval, squiggly}

k = 3
# classes

softmax(z) :=
ezP
ez

prob of label yi given that we measured feature vec xi
"log likelihood function"

l(⇥)

:

= log

mY

i=1

p(yi|xi;⇥)

p(oval
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:

= softmax(⇥ ⇤
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)2yi

xi

oval is 2nd label

⇥ :=

2
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 � ✓T1 �!
 � ✓T2 �!

...
 � ✓Tk �!

3

7775
k = 3

n = 4

labeled data set

measured  
feature-vector

label

objective variables

cost function

vec
vec of same size

pos, sum to 1

find ✓j 2 Rn, j = 1, . . . , k

to minimize

…

Example:

k = 3
# classes

warning: I'm missing 
some constraints like 

th_k = 0


